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2 fiMI

fiMI fiMI: Predict Missing Response Variables using Multiple Imputation

Description

This function predicts missing response variables in a linear regression dataset using multiple impu-
tation. It leverages the FimIMI function to perform multiple runs of improved multiple imputation
and averages the regression coefficients to predict the missing response values.

Usage
fiMI(data, R, n, M)

Arguments
data data.frame containing the linear regression model dataset with missing re-
sponse variables.
R Number of runs for multiple imputation.
Number of rows in the dataset.
Number of multiple imputations per run.
Details

This function assumes that the first column of data is the response variable and the remaining
columns are the independent variables. The function uses the FimIMI function to perform multiple
runs of improved multiple imputation and averages the regression coefficients to predict the missing
response values.

Value
A list containing:

Yhat Predicted response values with missing values imputed.

Examples

# Example data

set.seed(123)

n <- 1000 # Number of rows

p <- 5 # Number of independent variables

data <- data.frame(Y = rnorm(n), X1 = rnorm(n), X2 = rnorm(n))
data[sample(n, 100), 1] <- NA # Introduce missing response values

# Call fiMI function
result <- fiMI(data, R = 10, n =n, M = 20)

# View results
print(result$Yhat) # Predicted response values
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FimIMI FimIMI: Multiple Runs of Improved Multiple Imputation (IMI)

Description

This function performs multiple runs of the Improved Multiple Imputation (IMI) estimation and
collects the results. It is designed to facilitate batch processing and repeated runs of IMIL.

Usage
FimIMI(d, R, n, M, batch = 0)

Arguments
d The data structure.
R Number of runs to perform.
n Vector of sample sizes for each group.
M Number of multiple imputations per run.
batch Batch number (default is 0). This can be used to distinguish different batches of
runs.
Details

This function assumes that the data structure d is properly defined and contains the necessary infor-
mation. The function repeatedly calls the IMI function and collects the regression coefficients and
indicator variables.

Value

A list containing:

R Vector of run numbers.

Beta Matrix of regression coefficients for each run.

comm Vector of indicator variables for each run.
Examples

# Example data

set.seed(123)

n <- c(300, 300, 400) # Sample sizes for each group

p <- 5 # Number of independent variables

d <- list(p = p, Y = rnorm(sum(n)), X0 = matrix(rnorm(sum(n) * p), ncol = p))

# Call FimIMI function
result <- FimIMI(d = d, R =10, n =n, M = 20, batch = 1)

# View results
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print(result$Beta) # Regression coefficients for each run

GMD Generate Missing Data function

Description
This function generates missing data in a specified column of a data frame according to a given
missing ratio.

Usage

GMD(data, ratio)

Arguments

data A data frame containing the linear regression model dataset

ratio The missing ratio (e.g., 0.5 means 1/2 of data will be made missing)
Value

data@ A modified version of ‘data‘ with missing values inserted.
Examples

set.seed(123) # for reproducibility

data <- data.frame(x = 1:10, y = rnorm(10))
modified_data <- GMD(data, ratio = 0.5)
summary (modified_data)

IMI Improved Multiple Imputation (IMI) Estimation

Description

This function performs Improved Multiple Imputation (IMI) estimation for grouped data with miss-
ing values. It iteratively imputes missing values using the LS function and estimates regression
coefficients using the PPLS function. The final regression coefficients are averaged across multiple
imputations.

Usage
IMI(d, M, midx, n)
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Arguments
d data.frame containing the dependent variable (Y) and independent variables
(X).
M Number of multiple imputations to perform.
midx Column indices of the missing variables in d.
n Vector of sample sizes for each group.
Details
The function assumes the data is grouped and contains missing values in specified columns (midx).
It uses the LS function to impute missing values and the PPLS function to estimate regression coef-
ficients. The process is repeated M times, and the final regression coefficients are averaged.
Value
A list containing the following elements:
betahat Average regression coefficients across all imputations.
comm Indicator variable (0 for single group, 1 for multiple groups).
Examples
# Example data
set.seed(123)
n <- c(300, 300, 400) # Sample sizes for each group
p <- 5 # Number of independent variables
Y <- rnorm(sum(n)) # Dependent variable
X0 <- matrix(rnorm(sum(n) * p), ncol = p) # Independent variables matrix
d <- list(p=p, Y=Y, X0 = X0) # Data list
d$all <- cbind(Y, X0)
# Indices of missing variables (assuming some variables are missing)
midx <- c(2, 3) # For example, the second and third variables are missing
# Call IMI function
result <- IMI(d, M = 5, midx = midx, n = n)
# View results
print(result$betahat) # Average regression coefficients
LS Least Squares Estimation for Grouped Data with Ridge Regularization
Description

This function implements the least squares estimation for grouped data, supporting ridge regression
regularization. It can handle missing data and returns regression coefficients and the sum of squared
residuals for each group.



Usage

LS(d, yidx, Xidx, n, lam = 0.005)

Arguments
d A data frame containing dependent and independent variables.
yidx The column index of the dependent variable.
Xidx The column indices of the independent variables.
n A vector of starting indices for the groups.
lam Regularization parameter for ridge regression, default is 0.005.
Value

A list containing the following elements:

beta A matrix of regression coefficients for each group.

SSE The sum of squared residuals for each group.

df The sample size for each group.

gram The Gram matrix for each group.

cgram The Cholesky decomposition result for each group.

comm An unused variable (reserved for future expansion).
Examples

# Example data

set.seed(123)

n <- 1000

p<-5

d <- list(all = cbind(rnorm(n), matrix(rnorm(n*p), ncol=p)))

# Call the LS function
result <- LS(d, yidx = 1, Xidx = 2:(p + 1), n = c(1, 300, 600, 1000))

# View the results
print(result$beta) # Regression coefficients
print(result$SSE) # Sum of squared residuals
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PPLS Penalized Partial Least Squares (PPLS) Estimation

Description

This function performs Penalized Partial Least Squares (PPLS) estimation for grouped data. It sup-
ports ridge regression regularization and handles missing data by excluding incomplete cases. The
function returns regression coefficients, residual sum of squares, and other diagnostic information.

Usage
PPLS(d, yidx, Xidx, n, lam = 0.005)

Arguments

d Containing the dependent and independent variables.

yidx Column index of the dependent variable in d.

Xidx Column indices of the independent variables in d.

n Vector of sample sizes for each group.

lam Regularization parameter for ridge regression (default is 0.005).
Details

This function assumes that the data is grouped and that the sample sizes for each group are provided.
It excludes cases with missing values in the dependent or independent variables. The function uses
Cholesky decomposition to solve the regularized least squares problem.

Value

A list containing the following elements:

beta Regression coefficients.

SSE Residual sum of squares.

df Number of complete cases used in the estimation.

gram Gram matrix (X7 X + ).

cgram Cholesky decomposition of the Gram matrix.

comm Indicator variable (0 for single group, 1 for multiple groups).
Examples

# Example data

set.seed(123)

n_total <- 1000

p<-5

n_groups <- c(300, 300, 400)

d <- list(all = cbind(rnorm(n_total), matrix(rnorm(n_total*p), ncol=p)),p = p)
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# Call PPLS function
result <- PPLS(d, yidx=1, Xidx=2:(p+1), n=n_groups)

# View results
print(result$beta) # Regression coefficients
print(result$SSE)  # Residual sum of squares
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